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Abstract

Software Stability Model (SSM) is a methodology to develop stable models by capturing the core concept of a problem area. Stable analysis and design patterns (see references [9, 10]) of SSM, also called Enduring Business Themes (EBTs) and Business Objects (BOs), firm stable Architectural patterns that are scaleable both to address similar problems in different domains and to cover new requirements in the same application.

Visual interpretation, providing visual models with demanded characteristics to help us understand and interpret a problem in more depth, is a problem that recurs in many domains and applications with a variety in details. To solve this problem in an abstract level, an architectural pattern has been introduced in this paper based on SSM pattern development guidelines [1]. 

1. Introduction 
Software Stability Model (SSM) [1] is a software development technique that designed to improve software qualities like stability, reusability, scalability, understandability, reusability and simplicity. The main concept of SSM is to recognize and highlight important goals of the system. The main purposes of the system are identified as EBTs or Stable Analysis Patterns [9, 10]. Developers then define some other patterns required to perform the application missions (called BO or Stable Design Patterns) and organize them based on their relationships with the EBTs. Stable analysis and design patterns, both combined as Stable Architectural Patterns, contain the core knowledge and functionalities of the system, which is stable over time and different application areas. So it can be reused easily and scaled with minimum efforts. 

The Enduring business object is what the system is for. They are the main purposes that made us build the system; Business Objects are how the system meets the purposes; and finally, the Industrial objects are what tangible parts the system has to do the jobs. The Industrial objects are not stable over time and they are dependent on application area and the specific problem. IOs are tangible items in the problem domain, which are usually determined as main classes in traditional object oriented design methods.

In this paper, we first provided a comprehensive description of the problem itself and the forces that make it important to come up with a complete and accurate solution to cover all related issues. Following the SSM guidelines [1], we developed an architectural pattern as the proposed solution in the next step. Then the applicability of this pattern has been studied in more details using two different examples from two far application areas: MRI Visual Analyzer and Automatic Lumber Grading (ALG).

2. Pattern Documentation

2.1. Problem:

The main problem is how to gather all different aspects of visual interpretation in one conceptual pattern that covers all roles, responsibilities, and associations of this concept in different application areas.

2.2. Context  

There are many cases we have scattered information about an object that would help us to understand and interpret it accurately. In these cases, it is helpful to prepare a visual model to gather all data in a readable format that would ease studying various problems in more depth before proposing any interpretation. Such view can be manipulated in different ways to emphasize on particular aspects of the problem so a better understanding would be presented in the final opinion. Colored and magnified pictures of body cells, three-dimensional diagrams for mechanical parts, and space photographs from different angles are some instances of efforts to visualize a problem before interpreting it. The developed view may vary in terms of size, viewpoint, resolution, or filtering method; but the concept of viewing is common in all. On the other hand, interpretation itself can be done in various ways, using different mechanisms and techniques. 

The wide range of applicability of this problem and the considerable volume of shared features and attributes encouraged us to develop an architectural pattern to serve as a framework for all applications with the same mission. This pattern would cover all the issues of developing a visual mode from any given viewpoint, manipulating the result picture to focus on demanded aspects, providing different interpreting opinions by the use of various interpretation techniques and having those opinions compared and contrasted as a part of interpreting. Thinking about the instances of this pattern, we found out that all of them need another important functionality that in fact completes the job. Recording all provided pictures as well as interpretation results and make them available for later refers is another important concept which is shared by all instance applications so we considered it as the third base for VisualInterpretation pattern.   

2.3. Forces:

There are different forces that restrict any offered solution and should be fulfilled by the final proposal:

1. Since the solution should be applicable in different domains, it should consider the differences in both the concept of viewing and the characteristics of provided view carefully. Viewing a heaven body with an electronic telescope is totally different than visualizing the atoms of a chemical molecule. Not only the process of viewing is different in various applications but the resulted view also varies from instant to instant. Two-dimensional and three-dimensional views, black and white versus colored pictures, and real-size and aggrandized views are just examples of the variety in the requested views. The pattern should be general enough to address the issues in all versions correctly.

2. There are also varieties of viewing mechanisms that may be used in the applications of the VisualInterpretation pattern. These mechanisms are involved in preparing the right view and manipulating it to clarify one or more selected aspects of problem and are not the same across the application domains. Any solution for this pattern should consider such varieties as a part of the system and address the related issues completely. 

3. There are different ways to interpret a model or a view. One may wants to study views one by one. The other may compare related views to find the best explanation or contrast the same views from different objects. The right or effective interpreting mechanism depends on the work area, the interpreter’s skill and the available views. However, VisualInterpretation pattern faces a fairly broad range of interpreting mechanisms that should be considered in its design carefully.

4. The interpreters’ opinions may be expressed in different formats. Adding notes to the provided view, having a separate document, and preparing other visual models for the problem are some instances of the way one can offer his/her opinion. Being aware of these differences the pattern needs to prepare a convenient environment for the users to express themselves and to have access to all developed opinions with the proper formats.

5. Recording too is a long story of differences and varieties. Different formats and types of documents to be recorded, different logs to contain the recorded data, and different methods of storing and retrieving the information make this area so colorful that needs designers to pay sufficient attention to cover these divergences. A successful design would separate the above aspects and make the design flexible enough to fit the applications with any version of recording.

6. For each part of the processes in this pattern, there may be one or more participants at any given time. These participants may have different roles and responsibilities and thus different authorities. The orientation of the participants is another difference in various applications; while in small examples stakeholders are real persons, some organizations may be involved in bigger applications. Considering such a variety in the actors of visual interpretation play, any proposed solution should cover all possibilities and address process participants as generally as possible.

2.4. Solution
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After coming up with the EBTs and BOs for the system we associated them based on the relationships and multiplicities. For the first category: main goals of the system, we nominated Recording, Interpreting, and Viewing. Then we looked for the workhorses that the system needs to fulfill each mission. AnyMedia, AnyLog, AnyParty, AnyInterpretingMechanism, AnyViewingMechanism, AnyOpinion, and AnyView were the main BO concepts that we found related to the determined EBTs. Figure1 shows the final SSM model for Visual Interpretation Stable Architectural Pattern, which includes EBTs, BOs, and their relations.
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Main EBT/BOs that participate in this pattern are described in the following table:
	Concept
	Type
	Description

	Viewing
	EBT
	It represents the process of visualizing a view of an entry. The process will be governed and regulated by this pattern in all scenarios.

	Recording
	EBT
	Recording is our selected name for the process of documentation. It is necessary in this pattern because both provided views and the results of interpretation should be accessible for later uses. 

	Interpreting
	EBT
	This pattern refers to the process of interpretation itself. It regulates and governs all activities that should be done to interpret a document and provide an opinion as a result.

	AnyMedia
	BO
	Represents any kind of surrounding environment that facilitates the communication among different agents. AnyMedia usually transfers messages and materials among parties and make them applicable for each other. Internet, computer systems, phones, and bureaucratic channels are most popular IOs for this BO pattern.

	AnyParty
	BO
	Represents all human actors of the system. Each involved party in the visual interpreting process has a role such as viewer, interpreter, and information provide. Reference [1]
Provides a stable design pattern for AnyParty.

	AnyLog
	BO
	AnyLog is the selected name for any kind of record to document information. Database management methodologies offer tons of ways to organize entries. However, the concept of having a log to keep the entries organized is common in all of them.

	AnyInterpretingMechanism
	BO
	There are so many different mechanisms to interpret a document out there. It may relate to the type of document as well as the target of interpretation. However the common attributes and features of such mechanism make it worth to have AnyInterpretingMechanism as a separate pattern.

	AnyViewing Mechanism
	BO
	AnyViewingMechanism represent the variety of existing mechanisms for making a particular view out of an object. This may need several modifications in viewpoint, resolution, size and other attributes of the requested view. 

	AnyOpinion
	BO
	As a result of interpreting process different opinions would be made by different parties of the system. These opinions would be communicated, compared and modified before documentation several times that would be a responsibility for AnyOpinion pattern. 

	AnyView
	BO
	One can produced various views from the same object by changing view attributes. The result of such view is a picture that visualized important data about the object and will be kept in AnyView pattern.   


Table1- main concepts involved in the visual interpretation stable architectural pattern

3. Case Study:

In this Section, we demonstrate through the case studies, the applicability of the proposed archliberal pattern across two domains. 

I. MRI Visual Analyzer 

The magnetic Resonance Imaging (MRI) system provides two-dimensional (2D) images of organs in the nervous system. Each image shows a horizontal picture of a particular height. Any issue in the organ would be presented in several consecutive pictures. So the problem will be found by studying all of the pictures carefully. Sometimes doctors need to do more processing on the images (for example coloring or removing specific layers) to allow a better distinction between the cells with different levels of magnetic resonance. These processes are mostly time consuming and expensive.

The problem is to design and implement an accurate, fast, effective, and easy-to-use application for MRI visual analysis that performs all required processes and saves the results so they are always available to be discussed and/or reviewed by the medical professionals. The application should enable doctors to see the results of a MRI as three-dimensional objects. Putting the information of all horizontal slices together and merging them into a space object will make the three-dimensional view. (See Figure2)


MRIVA system will also provide the opportunity to access various parts of the organ and study it from different points of view. It will be done with another feature that slices the 3D object in any desired direction and place. There are more features such as measurement, opacity, rotation and coloring that make the application useful by achieving a more precise, fast, effective, and easy to understand vision of the organ’s cells. [3]

Thinking about the reasons why we need such a system leads us to the fact that MRI Visual analyzer shares the missions and responsibilities that we have considered for the Visual Interpretation Stable Architectural Pattern. Using a developed architectural pattern would allow us design a new system for demanded application just by adding a few IOs, which is simple and cheap. It also will benefit the application of having a pre-examined design across different domains. Figure3 shows the design diagram for MRI Visual Analyzer system using the Visual Interpretation architectural pattern.


II. Automated Lumber Grading (ALG): 

Hardwood lumber is sold according to its grade and volume. The universal grading system is based on a set of rules developed by the National Hardwood Lumber Association (NHLA). The most subjective aspect of lumber grading is determining defects (i.e., knot, decay, wane, etc.) so that clear cutting areas can be established. Most secondary wood processing operations employ a certified grader who will grades delivered lumbers again. Hiring such professional graders is not easy and cheap enough for most companies due to diminishing pool of skilled workers who require continuously increasing salaries. This has caused a general demand for up-grading the technology of lumber grading. As another reason, one can mention that inaccurate grading has various effects on different manufacturing operations, depending on the process and the product.

In the late 1970s and early 1980s, many sawmill operations recognized the need to embrace automation, computer control, and overall process management. Softwood lumber manufacturers realized that automated control systems could increase lumber recovery as well as their adjustments to usual demand changes. In the early 1980s some Canadian firms began using light emitting scanners with cameras and integrated circuits to measure log dimensions prior to bucking. In addition, scanning systems were introduced as components of chipping-canting systems for pre-setting chipping heads. Since then, automatic systems for lumber grading have been developed and successfully increased efficiency and yield of the process as well as information exchange quality. They also were effective in minimizing trim loss, reducing grader fatigue, and enhancing the percentages of “on grade” packages. Machine vision systems contain the following three features [1]: 

(1) Hardware and software sensing and measuring systems to evaluate different characteristics of a sample.

(2) Image processing system that makes 2-dimensional or 3-dimensional array of measurements.

(3) Interpreting systems that explain those images in order to infer important properties associated with the sample. 

Automated lumber grading systems are supposed to do these activities no or little human intervention. 

As you can see in figure4, after material handling control system sends the lumber to the system, a set of sensors and cameras gather information about different layers of the wood using different technologies like X-ray and laser. Then the information is transferred to two-or-three-dimensional pictures in image processing computer. The next step is to interpret images and assign the proper grade to the lumber. There may be more features like making decision about the optimal cutting areas that would maximize the benefits of the company. Since secondary wood manufacturers need a specific mixture of lumber grades, the information will be saved in a central database and will be used for statistical studies. 

You may found out the similarities between the mission and the goals of ALG system and those of Visual interpretation Architectural Pattern’s. These common purposes can lead us to think about reusing the pattern structure in this case. A general look on the characteristics of the problem shows that we need the same EBT/BOs here but we have to replace new IOs in the new design, which fortunately are very simple. So we won’t need much effort to provide our final design. Figure 4 shows the proposed design that shows a high percentage of reusability in this case: 



4. Conclusions

Reusability is a significant attribute of a design that can save time and money at the same time as it improves the application’s quality. Therefore increasing the deliverables’ reusability is one of the most crucial aims of software engineering researches. Software stability method is a new approach to separate core concept and functionalities of a system from tangible items of the problem area, which are stable neither over time nor in different applications. Reusability is highly achievable in SSM models because of the abstract, independent classes for EBT and BO categories.

The current examples show two totally different applications from far problem domains. However since the two systems have the same goals and similar mechanisms they are good candidates for reusing the SSM design diagram. The result of this case study shows that only a small percentage of the design (and therefore all work products of next steps in the life cycle) needs to be redone. SSM has provides a substantial opportunity for reuse in this case. 
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                                               Figure 4- ALG overall demonstration
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Figure4- SSM model for ALG system
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Figure1- SSM model for Visual Interpretation Stable Architectural Pattern 
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Figure3- SSM model for MRI Visual Analyzer
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Figure2- Merging horizontal slices into a space object and slicing 3D objects








� EMBED PBrush  ���





Provides  








 1..*





1..*   





*      





1..*





1..*





 


1..*





1..*





Reco


ding




















AnyMedia





Recording








Shows  











1..*   








_1144488217

