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ABSTRACT

A proper security architecture is an essential paft
implementing robust and reliable networked appilicet
Security patterns have shown how reoccurring problean be
best solved with proven solutions. However, whiew are
critical for ensuring the confidentiality, integrit and
availability of computing systems, security patserdo not
specifically (or necessarily) address the privatindividuals.
Building on existing privacy pattern work, we idiéntthree
privacy patterns for web-based activity:
CONSENT FOR WEB-BASED TRANSACTIONS, MASKED
ONLINE TRAFFIC, and MINIMAL INFORMATION
ASYMMETRY. The first
architecture issue and draws on Friedman’s modehformed
consent. The second and third patterns provideastifgr end
users and extend Jiang’s ‘Principle of Minimum Asyaetry.’
These patterns describe how users can protectgheacy by
both revealing less about themselves, and acquintge
information from the party with whom
communicating.

Categories and Subject Descriptors

H.5.2 [Information Interfaces and Presentation]: etJs
Interfaces, K.4.1 [Computers and Society]: Publiolidy
Issues, K.4.4 [Computers and Society]: Electronsen@erce,
K.6.0 [General]: Economics

General Terms
Economics, Security, Human Factors, Legal Aspects

Keywords
Privacy patterns, security, asymmetric informatisignaling,
informed consent.

1 INTRODUCTION

In 1997, Yoder and Baraclow introduced Patternsthe
information security community [1]. Other reseamshevere
inspired and developed additional security patt§2hg3], [4],
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[5]. While these patterns provide solutions to infation

technology (IT) security infrastructure problemisey do not
address the growing privacy issues that individtede today.
With online personal privacy becoming a major cengce
commercial organizations and governments are beatigd to

react by implementing appropriate security contr@isd

policies. These problems have increased becausdéhef
following economic and social forces [12]:

e More data exists: The increased adoption and speed of
technology enables massive forms of data collectiod
mining across disparate data sources. Also, thés aofs
recording user activity and data is so low that enor
government and commercial enterprises are ablee&p k
more digital records for longer.

* Re-identification is easier: With the increased capabilities
of both attackers and researchers, user re-ideattifn is
more feasible across more kinds of data.

Rewards are greater: With more data at their disposal, and
better ways of correlating it, attackers are fimdimore
opportunities to exploit the data for financialmgyai

* Moreinformation is being made publicly available: The
US Freedom of Information Act combined with e-
government initiatives and pressure for public @nidate
organizations to make their data available presemts
continuing source of data for both researchersadaakers.

This paper describes three situations where theagyiof an
individual can be jeopardized by interacting onlivée use
“interacting” in the general sense where a userldccae
purchasing a product on an ecommerce website, regrah
email across the public Internet, or simply aceess public
webpage. In all cases, the user is initiating auest for
internet-based services, whether it is web, emiaistant
messaging, VOIP, or other form of communicatione Three
patterns presented are:

Pattern 1: INFORMED CONSENT FOR WEB-BASED
TRANSACTIONS

Pattern 2: MASKED ONLINE TRAFFIC

Pattern 3: MINIMAL INFORMATION ASYMMETRY

The first pattern is a design pattern while theosecand third
patterns are user patterns. The first pattern drams
Friedman’s and her colleagues’ model for informeshsent
[10], [11] and has been adapted to web-based trdasa. The
second and third patterns build on Jiang's et arkwby
extending their ‘Principle of Minimum Asymmetry’ §1. This



principle provides what are, in effect, two prowsaiutions for
reducing information asymmetry:

« Decreasing the flow of information from the datanaw(the
user) to the data collector (the website). Thiseftected in
the second pattern, MASKED ONLINE TRAFFIC

« Increasing the flow of information from data coties to
data owners. This is reflected
MINIMAL INFORMATION ASYMMETRY

While the second and third patterns are writtetetp users
protect their privacy, designers of privacy-awaystsms may
also benefit by implementing the solutions presgihiere.

The template used here is a simplified versionhef RPattern-
Oriented Software Architecture (POY/outline as developed
by Bushman et al. [13] and is described in Apperdix

2. RELATED WORK
21.  Security Patterns

Many security patterns have been written to addeessrprise,
architectural and user-level security [1], [2],,[84] [5]. For

example, the SINGLE ACCESS POINT [1] pattern démsia
system where all access requests must pass thawihgle
monitor. This becomes the only way to access tiseeny, and
no requests can bypass this control. The CHECK AJNY

pattern then shows how requests can be authemtjdatgged,

and monitored. SECURITY SESSION [3] and FRONT DOOR

[3] further extend this pattern language to pro\idéh a single

andcentral point for system authentication. SINGLE ACCESS

POINT and CHECK POINT have been used countlessstime
provide access to operating systems, ecommerce ite&bs
web-based portals and distributed software apjpdicat

SECURITY SESSION and FRONT DOOR form the basis for

single sign-on applications such as Microsoft's TNE
framework, federated identity management such aMISA
and numerous enterprise authentication solutions.

DMZ, PROXY-BASED FIREWALL, PACKET FILTER
FIREWALL and ROLE-BASED ACCESS CONTROL [3] are
other patterns with proven solutions that have bexo
indispensable components of network and applicategurity
architectures.

2.2. Privacy Patterns

Security standards such as the Common Criteriad6 been
developed by security professionals and
practices that address many information securitybl@ms,
including privacy. Schumacher mines the Commone@atfor

privacy patterns and identifies PROTECTION AGAINST

COOKIES  and PSEUDONYMOUS EMAIL

[7].

PROTECTION AGAINST COOKIES describes how a user

can configure their web client to control how anglew cookies

are set and used. PSEUDONYMOUS EMAIL describes how

internet users can send email without revealingr theline
identity. By mining for patterns in this fashiorhet patterns

! The POSA format was originally developed for saitev
engineering patterns and so also describes otleéose such
as Dynamics, Implementation and Variations thatwile not
cover in this paper.

2 Security Assertion Markup Language is an xml séaddor
exchanging authentication and authorization infdioma

in the third pattern

represesdt b

revealed will necessarily be user-focused. Thatlisy will
inherently provide solutions to problems faced ksers of
security hardware and software.

Chung et al., on the other hand, describe traditiatesign
patterns [8]. They identified 45 patterns for thesidgn in
ubiquitous computing environments, 15 of which feedi on
privacy. They first selected a large number of fjegatterns
from their collective experience in human compunégraction
and iterated through many rounds of testing antevevThen

they performed a user study and demonstrated hawv th

application of their privacy patterns acceleratete t
development process to produce a better overatjales

Sadicoff et al. describe a privacy proxy that hefferm users
of a website’'s privacy practices [29]. It transtat@achine-
readable privacy polices into a form recognizechbgnans and
could be used to communicate the elements six elemef

informed consent presented in this paper.

Schimmer introduces six patterns that could baged into 2
categories: patterns that block personal infornmatiom being
transmitted to another entity, and patterns thdterfi
information sent from others to the user [9]. Thenfer set,
specifically the MASQUERADE pattern, is most rethteo
personal privacy in that it describes a systemdotrol how
much private information one chooses to reveal
interacting with others. The context of Schimmegrattern
language refers to physical interactions with athevhereas
the patterns presented here refer to online inierecbetween
a user and, typically, a remote computing systefsoAwe
address the privacy implications of information rasyetry in
online interactions. That is, the balance of infation between
two parties and how an unbalance can affect asipersonal
privacy.

In the context of this paper, we consider the t@mvacy’ to
be the amount of control (or lack thereof) that dvas over
one’s personal information.

3. INFORMED CONSENT FOR WEB-
BASED TRANSACTIONS

This pattern describes how websites can
whenever they intend to collect and use an indafigu
personal information.

Although this pattern includes elements of a useerface

design, it speaks more deeply than the interadtiemveen a
consumer and website and the sort of infrastructhes is

needed to support the informed consent interaatiodel. A

user interface would define the surface of therfate, such as
how the interface should look and how content shdu

phrased. The user interface is just a part (buhealoot

sufficient) of a properly functioning consent form. addition,

well designed user interfaces are also an imponent of

fostering a website’s credibility and may affece txtent to
which a user chooses to disclose private informatitowever,

that is beyond the scope of this pattern.

This privacy pattern focuses on user consent afmnration
relegation. The principles described here are méartelp
designers determine their design goals when conuating
with users or collecting their information. Theseaty do not
necessarily have to be highly technical or fullegalese. For

when

inform suser



example, they may simply include text next to eimai
subscriptions such as, "we will not sell or shaceiryemail
under any circumstances." This pattern will, theref also
help users understand
identifiable information once completing a trangatt

3.1. Context

Web developers and website interaction designersraating
a website that will collect personal informationrfr users for a
survey, registration, or other purpose. The orgitiun may be
motivated to protect the privacy of its users githecause of
legislative requirements such as HIPAAr COPPA or
because of consumer market pressures.

3.2.  Problem

To facilitate transactions, websites often use @®ko track
users and web forms to collect personal informatidowever,
users are often resistant to disclosing personrrivation
because they are uncertain if it will be used withtheir
consent or against their interests. The problenHisv can
website designers communicate their intended ueesthie
information they collect from users?

As website owners and designers, you must balahee t
following forces:

¢ You realize users want to visit your website andigipate
in its services without fear of unnecessarily beirarked
and identified

¢ You realize users want to maintain as much cordxar
their personal information as possible

¢ You have the right to request and use informatiod &
refuse service to users who don't provide theioiinmfation
(except as restricted by lafw)

e You are able to provide richer and more customized
services when you know who your users are

¢ You know you must protect your users’ privacy bouy
want to do so while minimizing your cost

3.3. Solution

To the extent possible given the limits imposed vgb

technology, provide the user with the following siements of
informed consent: disclosure, agreement, comprébens
voluntariness, competence, and minimal distraction.

3 Health Insurance Portability Accountability Act & US
legislation created to protect the privacy of pasdohealth
information.

4 Children's Online Privacy Protection Act is US ifation
that governs the collection of personal informatadrchildren
under the age of 13.

Disclosure: If you are either implicitly or expliciti$/collecting
identifiable data from a user, fully disclose hdvatt data will
be used and for how long. Also, clearly inform ssef the

the consequences of disglosinpractical risks and benefits of participating ine tlonline

interaction such as having the information ser@igparties for
marketing or research purposes. Place disclostdioemation
both on pages that are easily accessible througheuwebsite
and particularly at the point of data collectiortfzis is where it
is most relevant. Providing easy access to thigapyi policy
will allow the user to form a decision before corting to the
transaction. Where important fields of data areuested,
provide clear indication to the user as to why thea is
required and how they will be used.

Agreement: Provide the user with the ability to opt-out bét
agreement at any time. This would allow them toceamny
marketing or incentive solicitations, and prevenirtier
information from being used by“Jarties. If an opt-in feature
is used (for example, for extra marketing incergjyesetting
the default value of “yes” or “checked” will typilta produce
greater positive results as people who are rushetaept all
default values will not change the options. Howevkis may
reduce the voluntariness of the agreement.

Comprehension: To the extent possible, ensure that the user
understands how the information that is being retpee of
them will be used. That is, confirm that the usssalizes the
liabilities and benefits. E.g., does the user knadvat a
“cookie” is? Does the user understand when orefdata will

be deleted? Who can have access to the date amndhfar
purposes? Users may see the text of a privacyypdlitt have
they read it and do they know what it means?

Voluntariness: Ensure as best you can, that the information is
being offered without coercion or external influeriy:

« Not manipulating the options so as to suggest #aicer
course of action. E.g. suggesting that users céy emjoy
special services if they register on the website.

« Not manipulating the options so as to mask useful o
necessary of information (contributing to infornoati
asymmetry). E.g. hiding the privacy policy.

« Offering alternate means of fulfilling the servimeusers if
they feel uncomfortable with the current methodisTiay
be an online chat service, phone number to accda® a
customer service representative, fax service ondstal
postal mail.

Competence: To the extent possible ensure that the user from
whom you are soliciting information is adequatebmpetent

to provide that information. For example, ensura tihe user

is of legal age. A commonly used (but not foolpjoofactice

is asking the user to submit their birth date durithe
registration process.

Minimal Distraction: Provide each of these functions without
significant diversion from the service that you greviding.

® While we recognize that some work has shown thatNot doing so would both cause frustration on thet pathe

individuals do not always act in their own besenasts [14],
for the purpose of this paper, we will assume tthey

5 Some countries have laws that place restrictionthe types
of information that may be collected, how it mayused, and
the ability of companies to deny service to indidts who
refuse to provide some information.

" An example of implicit collection would be throughokies,
or logging of client IP address. Explicitly wouldfer to
directly asking a user for their information (e.gthen
registering for a website).



user and likely result in fewer transactions. Onethad for
accomplishing this is to open a separate browsadevi that
displays the relevant information, such as a gfetmmatted
privacy policy. Using a separate browser windovovadi the
user to continue with the transaction (e.qg. fillinga web form)
without having to be directed away from the forimn back,
forcing them to re-enter data.

3.4. Known Uses

This pattern is used in whole or part by many ecence
financial and health websites such as Yahoo!, ithtBoogle,
and ehealthinsurance.com. For instance, the Yaliooail
registration form, as shown in Figure 1, providesuse-over
dialogue boxes that inform the user about why cerields
(e.g. birthdates) must be filled out accurately.

[
Four characters or more. Make sure your answer is memorable for you but hard for others to guess!

Birthday: I[SEIEdﬁMDmh]j dd .IWW
‘ostal cocle: I

rnate Email: I

ﬂ Please provide an accurate birthiste
far your awn protection. Wie ask your
birthdste to werify your accourt if you
ever forget wour Yahoo! 1D ar
password. (Y ahoo! will never request
your pesgyvord or 0N an unsolicited
email or phane call.)

@

ahoo!

Figure 1: Yahoo! Registration Form

The Intuit registration form shown in Figure 2 dises how
they use the information and offers the option ptirg-out of
correspondences.

Provide a valid e-mail you can always access, wWe'll use it in case you need to reset your
password or retrieve your user 1D,

E-mail Address

Confirm E-mail

wie will not rent, sell or share vour personal infarmation with outside companies for their
promotional use, The information you provide to Intuit will be used to send you messages
regarding your tax return account. Occasionally we may contact you with special offers that
may interest you, If you prefer, you can tell us how you would like Intuit to contact vou.

Figure 2: Intuit Registration Form

This pattern is consistent with the Fair InformatiBractices
(FIP) recognized by many website policies and pyveaws
and is part of the standard practice for patien¢ established
by the American Medical Associatidnand U.S. Office for
Human Research Protections (OHRPY)

Platform for Privacy Preferences (P3P) [15] is anputer-
readable (and searchable) method used by websitdefine
and publish their policies for collecting and usinfprmation.
The policies can be automatically read by userisge¢a
indicate whether or not the website’s policies rhaicuser’s
privacy preferences and helps provide both Discksand
Minimal Distraction.

This pattern is also used by software developerslesktop
applications who request that users provide petsona
information, or as a means for the applicationdtlect usage

8 http://www.ftc.gov/reports/privacy2000/privacy20p6f

9 http://www.ama-assn.org/ama/pub/category/4608.html
10 http://www.hhs.gov/ohrp/humansubjects/guidancigschtm
11 EU Privacy Directive,
http://europa.eu.int/comm/justice_home/fsj/privacy/

data from the user. This information is typicallpaptured
during installation or while using the applicatiorand
transmitted online to the software vendor.

3.5. Consequences

This pattern offers the following benefits:

Helps to reduce information asymmetry between tber u
(data owner) and the website (data controller).

Empowers users to make informed decision that do no
conflict with their tolerance for private informati
disclosure.

Provides a basis for trust between the consumenahgite
owner by establishing an expectation of practice thy
website. Consider the risk of lost trust for ecormuee
medical and financial companies such as eBay, Amazo
Bank of America, ehealthinsurance.com, etc..

This pattern can be applied to many other systdms t
interact with the user and external systems suchknaail
and location aware devices (e.g. cellphones, PDAS).

This pattern suffers from the following liabilities

This pattern cannot provide any assurance that lasitee
will comply with the informed consent model.

Privacy policies are generally known to be confgdor the
user to read and fully understand.

The website may not wish to disclose their abildytrack
users without their knowledge.

The website may not have the infrastructure toroéfed
support each of the solution elements for every.usSer
example, the ability for users to opt-out of theeggnent.

If the distraction due to implementing this patteis
sufficiently great, the user may simply cancel
transaction altogether [10].

the

Information provided to gain consent is necessasd)y
limited and b) manipulated by the site to obtaimsnt —
this implies that the actual consequences of thelagon of
personal information may remain unknown to the user

Smaller web-enabled devices such as cell phone® Brid
may not be able to support Minimal Distraction asily as
full featured web browsers.

4. MASKED ONLINE TRAFFIC

Communicating across a public and untrusted netwrank
have negative consequences if you have a falsecttjon of
privacy and your messages are intercepted. Thiserpat
provides solutions to help users protect their aow by
reducing the amount of information that they diselovhile
interacting online.

4.1. Context

You want to interact online but don't want to rdvesore
information than necessary about yourself. You feat doing
so would compromise your personal privacy. Youaware of



various technologies and protocols that claim totqmt your
privacyX? but you are uncertain how and when to use them.

4.2. Problem

You are looking for ways to reduce the amount afspeal
information that you disclose, but you realize tlgati must
eventually disclose some information in order sngact with
the other party. The problem is: How do you redtice
amount of personally identifiable information thet sent
across a public network?

You must balance the following forces:

You want to communicate with another entity, buinten
anonymity with respect to anyone listening on tharmel,
and possibly even with the receiver

While the message itself may be unreadable by anyibe
mere act of communicating may reveal more inforomati
than you are comfortable with

You shouldn’t have to be a security or technologpyest to
hide your communication

You want solutions that are convenient and easyséo

4.3. Solution

Employ Anonymity Techniques, Blocked Requests and Privacy
Behaviors to mask or prevent identifiable information from
being disclosed. These will limit the amount ofairthation
that can be collected and used without your consEat
example, as in product or price discriminatri20]. In
essence, there are two issues to consider. Theidirsender
anonymity. This refers to you, the sender, remainin
unidentifiable to the party with whom you are conmicating.
The second issue is unlinkability and refers toittability for
anyone to determine that you are communicating veth
particular receiver.

4.3.1. Anonymity Techniques

Employ techniques that prevent identifiable infotioa to be
transmitted, not only to the party with whom youe ar
communicating, but to anyone who may be eavesdngppi
For example, when researching or investigating nenli
organizations you may want to remain fully anonysap
until the point where you decide to transact witierh.
Anonymizing systems ensure that you are completely
unidentifiable to other parties whereas pseudonysystems
prevent you from being identified as an individddut still
enable communication between unique parties.

4.3.2. Blocked Requests

Websites often use cookies and web B?Jgstrack users, often
without their consent or knowledge. Therefore, empl
software tools and techniques that prevent othetiggafrom
tracking your online activities.PROTECTION AGAINST
COOKIES [7] describes different methods for controllingwho
your web browser manages cookies. For examplekinigall

2. 5uch as mixnets, onion routing and public key gotion

13 while this can benefit you as the consumer, it @ian work
against you.

1% This is often done with aliases, or temporary wsedentials
15 http:/iwww.eff.org/Privacy/Marketing/web_bug.html

cookies (though possibly at the expense of usghilitsome
websites), or only accepting individual cookiBEASONABLE
LEVEL OF CONTROL (C4) [8] recommends ‘pushing’ rather
than ‘pulling’ data when communicating with otheggying
you a greater level of control over how much anéwkind of
data is transmitted to others.

4.3.3. Privacy Behaviors

Adopt appropriate privacy behaviors that preveniagessary
disclosure.PRIVACY ZONES (C8) [8] describes how risks to
personal privacy can originate from the physicatldiqust as
well as the digital world. If your conversationsgsceptible to
human eavesdropping (from a computer monitor or R/Ol
phone conversation) move to an area where you tao@o
overheardBLUR PERSONAL DATA(C9) [8] recommends only
providing as granular of information as is necegsand
‘blurring’ the rest. For example, provide regioffeity or state)
rather than specific location information.

These solutions can provide anonymity and privaoyyever,
they cannot prevent you from unnecessarily or iea@wntly
disclosing personal information (in a web form, iostant
message, for example)

4.4. Known Uses

Anonymizer (www.anonymizer.com) offers both a fraed
commercial service that anonymously marshals wejpagts
on your behalf. Note that it does not necessariigvide
confidentiality because not all requests are semrypted.
Anonymous proxie$ are also free and publicly available but
offer various degrees of anonymity.

Tor is a freely available application that implengetne Onion
Routing protocol [24]. Onion Routing employs a eotion of
routers that encapsulate a request within multipiers of
protection. Each node is aware only of the previeunsl
subsequent hop, thus masking the true source astthalion

of the request [17]. It routes all traffic over tI®OCKS
protocol through the onion network, thus providing
confidentiality for any networked application ths&iconfigured

to use it. For example, even an encrypted ternsiassion like
SSH can be used in conjunction with Tor to provide
confidential and anonymous communication. Of caurse
complete anonymity may not be possible if you néed
authenticate to the SSH server.

Privoxy (www.privoxy.com) is a software applicatitimat acts
as a virtual proxy server to any web browser. ivides a
range of services to assist with anonymous web &iraw
including blocking cookies and banner ads, andudiisg client
scripting. Web bugs are another form of traceabkntifier
that is used within web pages and html emails aal lze
blocked either by configuring the web browser tdyolead
images from the originating server or disabling Intemdered
email.

Pseudonymous remailers [7], [23] function as maitver
relays that will substitute your real email addregih a
pseudonym. When a response is returned to thersehe
pseudonym will be replaced by your actual emailrasisl and

8 Such as http://www.stayinvisible.com/ and
http://www.proxy4free.com/pagel.html



delivered to you. Examples of pseudonymous rentaiten be
seen with online services such as eBay,
(www.craigslist.org), social network sites (e.gtidg) and in
the Mixminion protocol [25].

When sending confidential files or emails, encryptfeatures
are often available and protect the secrecy of ttessage
being transmitted. Note that these only protectpgheacy of

the message itself, not the source or destinafitineomessage.
PGP (www.pgp.com) is a software application that eacrypt

both data files and email messages and
(www.ceruleanstudios.com ) and Off-the-Record
(www.cypherpunks.ca/otr/) applications provide gption for

instant messaging clients.

People often retreat to private rooms in their hameffice to
engage in private conversations and use sunglaaeds
headwear to mask their identity — effectively rdadgcthe
amount of identifiable information they transmitdthers.

4.5. Consequences

This pattern offers the following benefits:

¢ You are now able to communicate with another pattjle
remaining fully anonymous.

e Used in conjunction with encryption (PGP) or entegb
channels (SSL), you are also able to achieve centfiality
of the message.

* The solutions offered do not require advanced kadgg of
internet or security technologies, but only theibability to
install and operate desktop software.

This pattern suffers from the following liabilities

* Because some technologies are based on sophidticate,

security protocols, and complicated implementatiwy are

susceptible to attacksand abuses. For example, using an

anonymizing proxy to marshal requests implies tthegt

5.1. Context

Craigslist v, are an online consumer and want to interadt witbsites

that sell products or services, register for thogiline services
such as electronic banking, health insurance, beibe to
local news and events. However, you are often seadged
by having less information about the products ovises, or
conditions of the agreement than does the webk#eking
sufficient information or the right kind of inforrian may
compromise your privacy either during the onlinensaction

the Trillian©Or because of the practices of the party you asdirde with.

MASKED ONLINE TRAFFIC showed how your privacy could be
protected by reducing the amount of informationt tigau
transmit to others. This solution represents theorsa
(complementary) way to reduce the likelihood ofvady
violations from information asymmetry

52. Problem

Information asymmetry is generally described as paey
having more or better information about a transacthan the
other. Unfortunately, in this context, the webgjenerally has
the better information. The problem is: How can whift the
balance of information in order to make a bettarigien when
transacting online?

You want to resolve the following forces:

« You want to purchase products or services from an
unknown party, and so you want to gather as much

information about them as possible, before youldéscany
information

* You want to complete the transaction easily withioaning
to account for (potentially) future detrimental sequences
such as fraud or privacy violations

You don’t want to disclose more information than is

necessary, but realize that in order to perform the
transaction, you will have to disclose some iddatiie
information

proxy is able to see, and therefore monitor your
communication, thus negating any benefit. 5.3 Solution

e« The Tor Onion Routing network can incur significant
performance degradation because of the additionpk,h
sometimes to the point where you may stop using it.

e Transacting with certain websites (either purch@gsin
products or logging into systems) may not be pdssib
through anonymous communication.

¢ Anonymity can sometimes lead to “bad behavior” [26]
online social environments (chat rooms, messagedbpa
etc).

S. MINIMAL INFORMATION
ASYMMETRY

This pattern describes how you can protect yowagsi by
gathering more information about the parties wham would
like to transact online. By gathering more inforioaf you are
able to make more informed decisions and transalgt \with

the parties you trust.

17 Serjantov and Danezis provide an analysis of rets-rand
offers solutions to possible attacks [18].

Acquire more information by visiting websites thiaplement
Informed Consent andSignals.

5.3.1. Informed Consent for Online Transactions
Visit websites that implementNFORMED CONSENT FOR
WEB-BASED TRANSACTIONS Organizations that properly
implement the informed consent model provide yotihwmore
information about how your information will be cedted and
used. They may also provide you with the abilitypf-out (or
opt-in) of their business services.

5.3.2. Sgnals

Signals are messages distributed by a website g garty
that provide more information to you, as a curr@npotential
consumer. Signals attest to the quality of the pebdr service
offered by the website, or to the conditions of fhechase
agreement. Where possible, recognize signals thifit the
balance of information in your favor. Note that tamnditions
must exist for these signals to benefit you:

e The signal must be relevant: Being overloaded with
irrelevant information may confuse and discourage. yFor



example, receiving unnecessary details about auptdtat
aren’t useful when comparing products.

« The signal must be credible: Signals can be goobaaof,
credible or not. Make sure you are acting on sigrbht
originate from a known or trusted source. Signhkt tare
less costly to produce or distribute will likely Hess
credible. For example a website simply claimingytlaee
“The Best” is a cheap sigrtiland probably not as credible
as rigorous third party analyses or benchmarkrigsti

Check for one or more of the following signals:

* You are able to reduce the risk of privacy violatiby
making more informed decisions regarding the websjou
visit and the information you disclose.

« When information asymmetry is diminished, extetiesi
(such as negative costs to you) can be minimized.

* Reduced information asymmetry can sometimes reduce
inefficiencies in a markef

This pattern suffers from the following liabilities

e Some messaging systems that provide signals can be

« Feedback mechanisms: Comments from past customers Ccounter-productive. For example, newsgroups andsages

offer the advantage of real-world experience dealiith

the site and the product. Instead of having to miythe

word of the website, or blind faith, you can makenare

informed decision because other users can atteshdo
quality of a particular product or service.

¢ Reputation system: The reputation
customers to rate the service quality of other nmemb

boards often create information overload and atesim
provide unsubstantiated or erroneous information.

6. DISCUSSION

The solutions presented by these privacy pattgussas with
all patterns, seek to balance the forces that eitttin the

system enablescontext of the problem. However, they may be unable

resolve all forces and will therefore result in @ampromise

within the community. This mechanism can be very between competing needs. For example, a finanocistl may

effective when the ratings are publicly available.

* Warranties: Warranties are a way of certifying thia¢

result from a certain technology that creates aenwgcure
infrastructure. There may also be tradeoffs to eoience
(customer usability, or system manageability) omptexity

product or service matches prescribed standards forforapattern that requires many separate compsnent

performance and quality.

* Money-back guarantees: This type of agreementressu
you that if you are not satisfied with the prodactservice
you will be reimbursed fully with little or no inoeenience.

« Privacy Policies: Read the privacy policies of wtdssto
determine whether they meet your tolerance forgayvand
confidentiality. The Privacy Bird (search.privacyhcom)
search tool can help find websites that match ywivacy
preferences.

5.4. Known Uses

Many online organizations provide signals to thmistomers.
Often they are publicly and freely available, banhcalso be
purchased by third parties. The online auction, stgay, for
example, uses a reputation system to assist otingerd in
feeling more comfortable purchasing from an unkn®eter.

Many other ecommerce sites (such as Amazon) relyilyeon

the reputation and referral systems in order tp loelstomers
make a more informed decision.

Websites are more commonly publishing their privpolicies
in order to assuage the privacy concerns of theérsu[19].
Users are also stating that they would be more cdatile
interacting online if the site had displayed the USRe
(www.truste.org) or BBBOnline (www.bbbonline.org)
symbols, or had a privacy policy [21].

55. Consequences

This pattern offers the following benefits:

8 The notion of the value of a signal being a fumctof its
cost is courtesy of the economist Michael Spencehés work
on the effects of education and the labor market.

Eli Noam is quoted as saying, “Privacy is an intéoa in
which the information rights of different partiesllide. The
issue is of control over information flow by pasgithat have
different preferences over ‘information permeailit[27].

This statement wonderfully reflects the trade-offsade
between two parties when interacting online. As have
attempted to show here, both users and websitet atlence
the amount of information that they are willing poovide
while still satisfying their needs.

Software and security patterns have had the beokfisting
and refinement over many years, however privacyeps
(solutions), specifically, have not. We hope tha patterns
presented here will contribute to the growing peivgattern
language and that both online organizations, welsgsigners
and users can employ them to ensure appropriattosise
and use of personal information online.
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8. APPENDIX A: PATTERN
TEMPLATE

Name: The name provides a short descriptive title orvacti
phrase that generally illustrates the solution.

Context: The context describes the general situations and
assumptions under which the problem occurs. It rilese the
scope, market, user or other conditions that, #hged, would
alter the problem or solution.

19 As discussed in “The Market for Lemons” [28].



Problem: Describes the problem that repeatedly occurs aad th
forces that are in conflict for the given conteihe forces can
arise from tensions or conflicts from users, cormgusystems,
corporations, the natural environment, legal retpis, etc..

Solution: This is the fundamental solution that best resolves
and balances the forces. The better the forcebadamced, the
better the solution. The discussion provides a gird or
strategy for implementing the solution and shouldva the
reader the freedom to craft the solution in the trappropriate
way.

Known Uses: A true pattern will have many real-world
implementations. Without these, the pattern is oy
potentially great idea. The better a pattern camahstrate
actual uses, the better it is and the more usefulili be to
others.

Consequences: Consequencedescribe both the benefits and
liabilities of the pattern because solutions are alwvays able
to resolve each of the forces. Therefore, any aisfinot
resolved or limitations of the solution should kseld.
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